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I would like to ask you to give a brief explanation of neural machine translation.  

 

The procedure: I will give you four premises, which you should first check for applicability, 

i.e. assign the predicate true or not true.  

 

In a further step, I would then like to ask you to generate an explanatory flow text in which 

the premises that you will qualify as true are to be included in a consistent manner.  

 

Have you understood the basics of what this is about? 

 

 

Yes, I understand.  

Please go ahead and provide the four premises, and I'll evaluate them for applicability.  

Then I'll generate an explanatory flow text incorporating the true premises. 

 

 
 

1) Machine translation as such was initially based on the so-called rule-based method in the 

1950s, which at first seemed very promising but quickly led to disillusionment.  

 

2) Things then took a turn for the better as electronic computing capacity increased with the 

introduction of the so-called statistical method in the late 1900s and early 2000s. Google 

Translate was initially based on the statistical method combined with what is called recurrent 

networks, an early stage of what is known as machine learning.  

 

3) The next stage of machine translation began in 2016 with DeepL, at that time mainly using 

the statistical method based on high-quality bilingual datasets that the predecessor of DeepL, 

called Linguee, had retrieved (without any permission whatsoever) for years via all available 

reputable sources available within the www.  

 

4) From the very beginning, DeepL, along with 'statistics', relied on deep learning as a sub-

area of machine learning, hence the name, in addition to a combination of what is called 

recurrent networks and convolute networks, with the final breakthrough coming around 2021 

on the basis of what is called transformer models based on what is called attention 

mechanisms. To this day, however, both PL and Google Translate represent a hybrid of this 

latter technology and all other methods mentioned here, including the statistical method and 

rule-based method. 

https://www.eulenhaupt.com/legal_translation_revision/index.php/the-lawyer-linguist-as-a-legal-translation-revision-expert/
https://www.eulenhaupt.com/legal_translation_revision/index.php/legal-translation-and-the-lawyer-linguist-as-a-post-editor/


 

 

 

Let's evaluate the premises: 

1. Machine translation initially relied on the rule-based method but later faced disillusionment. 

 True: The rule-based method was indeed the initial approach to machine translation in the 

1950s, but it faced limitations and disillusionment due to its inability to handle complex 

language structures effectively. 

2. Statistical methods combined with recurrent networks were used in Google Translate's early 

stages. 

 True: Google Translate initially utilized statistical methods combined with recurrent neural 

networks, which marked an improvement over rule-based systems. 

3. DeepL started using statistical methods based on high-quality bilingual datasets from Linguee 

in 2016. 

 True: DeepL began its translation services using the statistical method, leveraging bilingual 

datasets acquired from Linguee without explicit permission, as mentioned in the premise. 

4. DeepL's breakthrough around 2021 involved transformer models with attention mechanisms. 

 True: DeepL's advancements in machine translation, particularly its breakthrough around 

2021, were indeed based on transformer models, a type of deep learning architecture with 

attention mechanisms. 

Based on the true premises, here's an explanatory flow text: 

Machine translation has evolved significantly since its inception in the 1950s. Initially, 

translation systems relied on the rule-based method, which showed early promise but quickly 

faced limitations in handling complex language structures, leading to disillusionment within 

the field. 

However, advancements in electronic computing capacity in the late 20th and early 21st 

centuries paved the way for a new approach known as the statistical method. Google 

Translate, one of the pioneering machine translation systems, adopted this approach combined 

with recurrent neural networks, marking a notable improvement over rule-based systems. 

In 2016, a significant milestone in machine translation was achieved with the emergence of 

DeepL. DeepL initially utilized the statistical method, leveraging high-quality bilingual 

datasets obtained from Linguee, a predecessor that sourced data without explicit permissions 

from various reputable sources on the web. 

The true breakthrough in machine translation, however, came around 2021, when DeepL and 

other leading systems embraced transformer models. These models, built on the foundation of 

deep learning, incorporate attention mechanisms that enable more effective processing of 

context and long-range dependencies in language translation tasks. 

To this day, machine translation systems like DeepL and Google Translate represent a hybrid 

approach, combining transformer models with attention mechanisms alongside elements of 

statistical methods, recurrent networks, and even remnants of the rule-based method.  



This integration of various techniques underscores the complexity and ongoing evolution of 

machine translation technology. 

 
 

Thank you 😉  

 

 
 

You're welcome!  

If you have any more questions or need further assistance, feel free to ask.😊 


